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1. Introduction

It's almost ten years since Istat has started tbgegt to use administrative data to compile short-
term indicators coherent with the requirementshef $TS Regulation. It is time to summarise what
we have learned in dealing with the Italian sos@turity information, focusing on the specific
problems and difficulties arising when administratidata must be used in a context where
timeliness is a key issue.

The Oro$ survey was designed to fill a crucial gap in #alstatistics and meet the requirements of
EU Regulations (STS, LCI-Labour Cost Index). It bagn the first Italian short-term survey based
on a massive quantity of administrative data. The af the survey is to produce quarterly
information on the evolution of gross wage, othtadyour costs and employment. The survey uses
administrative data for Small and Medium size Hwises (SME) which are combined with the
data of the Istat Large Enterprises (>500 employe@sthly census survey (LES).

Working with the National Social Security InstituiNPS) data Istat faced the typical problems
described in the literature on the utilisation dfren data but also other challenges deriving from
the specificity of the data structure and from dlegree of timeliness required. This paper describes
the main peculiarities of the Oros survey and hggits the main problems arising in practice when
dealing with short-term indicators. The paper isaled specifically to illustrating non-sampling
problems which often are very country-specific, @®ging heavily on national laws and regulations
or institutional sets. But this kind of problemsgdéed more than ones related to sampling, are those
that often limit the use of administrative data $bort term purposes or jeopardize the qualityhef t
results.

2. The peculiarity of the Istat experience
2.1 The difficult “choice” to use admin data foroshterm purposes

Compared to other NSIs Istat was a latecomer inekgloitation of administrative data for
statistical purposes. In the past there was no mergh trust in admin data and, at the same time, an
over-optimistic view of the quality of surveys datiien based on the assumption their results could
always comply with statistical theory. Only in teecond half of the the nineties, the successful
development of the ASIA Business Register, lardeelged on admin data, increased the interest in
the statistical use of admin data also for cursemteys.

In the business statistics domain, in the samesylstat had to increase the flow of information
supplied at national and international level cavgrall firm size classes. New and very demanding
Regulations were approved at Eu lev&r'$, SBS) At the same time all NSIs became aware on the
opportunity of reducing the statistical burden aisihesses. With those two conditions Italy, with a
very large share of SME (small and medium sizerpriges), in some cases had no alternative but
the use of administrative sources to fill the neatadyaps. Otherwise, the huge number of small-size
enterprises (in 2001 21,4% of employees workedigrarfirms, those with less than 10 employees)
and the extremely dynamic nature of the Italiam&irwould have implied the design of too onerous
traditional sample survey, with a considerable iotj@a the statistical burden on enterprises. On the
other hand, estimating employment and wages witkouéring the very small firms, could have
produced very biased results.

! Oros stands for Occupazione (Employment), RetitmiZWages), Oneri Sociali (Other labour cost).



Until 2002, the Italian National Institute of Stdics had collected information on wages, labour
cost and employment at a monthly frequency withaditional census survey limited to firms with
500 or more employees (hereafter LES-Large EntgpBurvey). The new Oros survey was
planned to extend the coverage to all business dagses and the INPS employers’ social
contribution declarations (DM10 form) was the besurce available because it was rich of
information on wages and employment. After preliamnstudies DM10 declarations have been
considered to be suitable for Oros purposes althougformation were extremely
detailed/disaggregated and the administrative natdaevere rather fragmented. Selecting and
aggregating in a very strict time scheduled the DMikta in the format required for statistical
purposes was for INPS an inappropriate activitgulteng in extra costs compared to the supply of
comprehensive files. Thus Istat decided the adipmsiof the whole data set, i.e. all records
available in the central administrative database @rtain moment in time. In other words, Ista ha
been obliged to capture the extremely disaggregat@dnicro data, in the original format they are
transmitted by firms and without any check by INFBis implied that Istat had to:

* implement a complex pre-processing administratisgadphase of checks, computation,
translation and aggregation of “administrative mia@odes” to get to the statistical basic
variables at micro level (pre-editing);

» capture every month much more data compared ttatet units and aggregated variables: 1,3
millions declarations per month split on 8 recaedsh on average.

This constraint could also be seen as an oppoytwonsidering that it allows a more direct control

on the aggregation/translation process and makaitable a lot of detailed information useful for

other different statistical purposes.

2.2. Two models of exploiting the INPS data

DM10 declarations represent a rich mine of detaiéarmation at firm level about the composition
of the workforce (qualification, type of contraetc.), their wages and the various components of
the labour cost. Considering the constrain of resesiand time, Istat decided at first to design and
implement the new survey exclusively to fulfill ebjives related to the compilation of short-term
indicators. The mandate was limited to this domaxploiting the data potential in term of
coverage and timeliness, aggregating all the inébion to estimate four main variables: number of
jobs, full-time equivalent, gross wages and otlaolur costs. Thus between 2000 and 2003 the
Oros survey has been set up as a single produst®specialized in compiling three different kind
of short term indicators: quarterly STS indicatfos employment and wages, national wages and
labour cost index per Fte (Full-time equivalentyl aiso the hourly LCI (Labour Cost Index). All
the IT and statistical work has been devoted tarajuae quality results for the very aggregate
variable by economic activity at quarterly leveheTinternal Istat architecture with two separate
Divisions, one dealing only with short term busmasdicators and surveys and another dealing
with structural business surveys had a role inithitsal choice not to exploit the whole informatio
set. Subsequently the availability in electronienfoof a mass quantity of data hde facto
stimulated Istat to tune strategy from a typicahéccollection-for one single survey” (or “stove-
pipe”) model to an integrated system focusing an“thata source”- the “wage and social security
systeni’- to be used as datawarehouse for many statistiofctives (Figure 1). This change is
along a more general shift toward a integratedesystdesigned to produce statistics in which more
and more indicators for specific domains are n@ésmproduced independently from each other but
through the integration of data sets and by combirmata from different sources, administrative
data and surveys. In this sense Oros tends to leaamommon statistical infrastructure, specialized
in employment and wages, integrated in a compraévepsoduction system useful:

* to compile direct indicators for short-term objges;

e asinput in many National Account quarterly andwairestimation processes;

2 In other countries sometimes is called PAYE (Payau earn).



* as source of variables for some structural sureeysr the BR;

» as auxiliary information for check and editing atra level in structural wage and labour costs
surveys (LCS, SES);

» as source of micro data to be linked to many oblisiness sources, etc.

In this way the Oros survey appears quite differieatn other short term surveys based on

administrative data (SEPH at StatCan, VAT basedeysrin some countries, etc) and more similar

to ERDR (Elettronic Raw Data Reporting) based statistiowhich automatically retrieves data

collection from mainly financial bookkeeping systewf enterprises — or register-based structural

business statistics,; however it must be considér@dOros operates at quarterly frequency and in a

extremely changing environment.

Figure 1. The two different uses of the social ségsource.
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3. The Oros survey quarterly challenges

Since the beginning of the Oros project it was rcteat there were extremely ambitious targets.
Succeeding in combining coverage, quality and fimesk resulted particularly difficult for three
main reasons,

a. the most difficult challenge was to succeed in kaggonstant every quarter the “suitability”
for the statistical purposes of the DM10 INPS dakcause it couldn’'t be defined once and
forever but obtained and verified continuously,itgkinto account the evolution of the
informative contents of the source, due to law, iatBtrative and technical changes;

b. for the first time in a business short term Istavey, it was projected to cover each quarter the
whole current firms population, exploiting the INR8ministrative register (AR) instead of
drawing the frame from the Istat Business Regi@&). The BR is updated once a ykand
has a varying delay of 15-22 months with respeth&Oros quarterly estimations. On the other

% In the past it was called more frequently EDI {&tmic Data Interchange).
* At the end of march of year Y is ready the anmBRlfor year Y-2.



hand, the AR covers timely new births but sufferewercoverage problems due to the lack of
inactive units cancellation, requiring particulatigions in the estimation step;

c. last, but not least, the sharp timeliness at 9& ddter the reference quarter in the first period
and then reduced at 60 days for the employment\@afigble.

To design and implement the survey Istat facedaaldl new methodological issues. Many unusual,

mainly non sample, quality problems have been @rmecplanning ad hoc instruments and specific

check phases. Only after few years and a longaridlerror process, Istat managed to cope with the
more peculiar and subtle shortcomings of the s@aalirity admin. data.

4. Change is the rule not the exception

Reliance in any particular administrative sourceriea always a certain degree of risk of
discontinuity due to legislation, administrativedarechnical changes which can affect coverage,
variables, definitions, or even the source itsEife specificity described in the previous paragsaph
explain why in the Oros survey the change is nchhance, a possibility, but the rule. First of dll,

is important to distinguish between current quéytehanges, mainly affecting administrative
metadata changes and other changes which arefiepgjteent but less regular.

The correct exploitation of the huge quantity oimamistrative data entails coping with very
frequent changes in the basic INPS metadata whagk Bn impact on the correct translation rules
of admin data into the target variables. Thoseinantis changes depend on the fact that in Italy a
large part of labour market, occupational and itriispolicies take the form of rebates in social
contributions - for example measures to stimulatedmployment of specific target groups of the
labour force can rely on the differentiation of isbsecurity contribution rates - and enterprises
have to use the DM10 declaration to take advantdgiem. This implies that the process of
retrieval of statistical target variables is hepviaffected because continuously new small
components (administrative micro codes) of laboostchave to be included, while other
information have to be excluded because they arestevant for statistical purposes.

A prerequisite to the correct inclusion of changeshe calculation of the target variables is the
availability of complete and clear input metaddsdat could succeed in identifyng correctly and
systematically all those changes and then modifytige relative software/code to
retrieve/calculate/aggregate/ the target variabldg implementing and continuously updating an
in-house ad hoc metadata database collecting laggylations and other technical aspects
concerning social security contribution (Input Midta Base - IMB).

Other changes regard the way the original INPS alaaollected, stored, transmitted depending on
legislative or administrative changes. Differenimamistrative changes have taken place during the
last ten years but without any relevant effectloe datd Only one very big change in legislation
had a very visible and positive effect on the nundfeunits belonging to the non-random sample of
DM10 electronically delivered by firms and used Oyos for the provisional estimates of the
quartert (figure 2). Since spring 2004 the submission mtarnet of DM10 declarations has became
compulsory. As a result, the sample provided bySNfecome a “provisional population” nearly
reaching the dimension of the “final population’adable after one yeand used to produce the
final estimate referring to quarte#t. This change has allowed a significant simgifien in the
estimation procedures as it is described in theé pasagraph.

Another indirect big change was related to thesditaon in 2009 to the new economic activity
classification Nace Rev.2. In the Oros survey tbenemic activity code is assigned through the
official Istat Business Register because it is eftdr quality compared to economic activity code
assigned by INPS that at the moment is still basethe old classification (Nace Rev.1.1). Since
the BR has a maximum of 8 quarters of delay contpereéhe Oros estimates reference period, the

® Large swings of the sample size occurred. Thiswpdiappened for reasons related to administratieeedures. An
example can illustrate the point: the sample sigeegenced a large fall in few quarter in 2002 2063, because the
transmission of the data from the INPS local offite the central one was delayed due to the sadtivaing fixed.



INPS activity code is assigned to all new born singdetween 2008 and 2009 Istat had to move to
the new Nace classification but INPS couldn’t inmpémt if, therefore for the provisional estimates
Istat has decided to use an alternative timely athtnative source coming from the Tax Authority.
Since spring 2009 this Tax Register is delivereguialy to Istat allowing to currently assign the
new classification to the new born firms. Obviousitys change had a significant impact on the
whole process of production of the quarterly inthes.

A new big change is just happening now. It is a wministrative revolution and has huge
consequences on statistics: since January 201fdH2M10 form is cancelled and it is unified with
another monthly individual wage declaration (Emems)a new electronic declaration called
Uniemens, containing a huge and interesting quaafiinformation on each single workers. The
information contained refers to individuals ana@iganized in a completely different way compared
to the DM10. This change can really put at riskleatst temporarily, the release of the quarterly
indicators as there is not enough time to redetignvhole process of production but at the same
time it represents a new challenge which in petspecould really improve the quantity and
quality of short-term and structural statistics.

Figure 2. Provisional and final population of DMft®@ms. January 2002 — December 2009
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Source: Oros Survey.
5. What we have learned

This paragraph discusses some lessons learnedgleatipirically with the survey, facing everyday

administrative, statistical, IT and organizatiopedblems. Mainly sources of non-sample errors are
considered because they are indeed, since 200dkerelevant error sources in the survey and
also because they are not often covered in prewtugies. The Oros survey suffers obviously also
of sample errors whose properties, given the caatisly changing information set used for the
preliminary estimates, have never been easily géined.

Preliminary data and estimation methods

Depending on the dimension of the preliminary ddiege estimation phases can be distinguished
in the Oros Survey.

Phase 1: before April 2004 the provisional populativas considered as a non-random sample
consisting of a set of self-selected respondehtss@ adopting the electronic mode to submit the

® The Nace code is not a relevant variable for admative purposes.



DM10 declarations, thus collected faster by In@®side its large and increasing size, this sample
showed a good coverage in terms of main targetlppn characters and included a fair number of
new birth . In this information context, in the abhse of a design-based framework, the preliminary
estimation was set up using a calibration weighfimgcedure (Baldi et. al., 2004) based on a
model-assisted approach. In order to cope withbthe due to the sample units self-selection, the
weights were calculated within homogeneous subgrdomdel groups), identified by partitioning
the population according to some characters (egnanic activities, size classes, geographical
areas, age of firms). The calibration weightingpgedure has provided good results in the
estimation of the ratio variables, while more sesiproblems have been faced in the estimation of
the employment levels: the non-ignorable mechanisstinguishing the later respondents, the
continuously changing sample representativenegsttier with the over-coverage problems in the
administrative register have implied less accurasimates for this variable, requiring
supplementary ad hoc actions based on “expert jedgnmterventions.

Phase 2: since spring 2004, when over the 95%eofesponders have began to be available for the
short term deadlines (about 70 days from the ertleofuarter), the preliminary estimation method
has been radically simplified. The provisional msties are in fact calculated, as in the final
estimates, by simply summing up all the availaldéad This methodology guarantees non-biased
estimates for the ratio variables but keeps unsbtiie underestimation of the employment levels
due to the later respondents (unit non respdhsearious approaches have been experimented in
order to cope with this problem. The “expert judgti@djustments strategy, already undertaken in
the previous information context, has been deeplyetbped exploiting systematically information
concerning the past revision errors (for some agies revisions show a systematic and
predictable component), and studying the relatign&letween the employment dynamic in the
preliminary and in the final data. An alternatiygpeoach based on the imputation of missing data
for the non-responders at micro level has also lee@erimented. Given the availability of a wide
set of preliminary (and final) micro data in theaneaformative situation, the problem has been
delineated as wave non-response matter, where the past behaviour of each currentrespondent
was considered informative on its outcome in tmalfipopulation. In the reconstruction of the
micro data, the information on the respondents Wiebahas also been exploited.

Phase 3: in the next months data resulting fronrebently changed contribution declaration mode
will be made available by INPS. At the moment alme®thing is known about the
coverage/representativeness of the new data frarkewbe radical changes are likely to imply a
transition period during which firms and INPS ifselill gradually adjust to the new situation,
implying an instable informative perspective. Todarstand the consequences on the Oros
estimates new analysis and, perhaps, radical ckangke estimation methods will be needed. This
topic will be further discussed in the next futuréhe context of the WP4 ESSnet.

Stable data capturing

The survey implies to handle a huge quantity o data very limited time assuring fast acquisiton
and efficient solutions to any unexpected possiblehnical problems. The data transmission
between data provider (INPS) and data user (Ibi)followed different ways until now: mainly
disks and, only recently, on-line direct connectidme flow ensures fast delivery and guarantee the
full respect of confidentiality of statistical dabat problems can arise at any stages/point of the
chain and can regard: data structure, formatswaodt used to compress and/or encrypt files.
Sometimes technical problems derivs from an unameced little change in the INPS source
database (Host). Istat experienced many technabdgidficulties in the first period (inadequate
client/host hardware) also because it was not cetelyl aware of the work-load necessary to
manage this large amount of data. But dealing Wwéhuent data transmission of a lot of gigabyte

" Inps data used for the Oros Survey are not cheriaet! by item non responses, in the sense thantivest variables
are quite always coherently available in the DMdrfs.



always arise problems. It is important not to uedemate IT and technical problems, and have
personnel with suitable skills and proactive atk#uable to anticipate any possible risk of delay.

Completeness and consistency of metadata

The availability of fragmented, insufficient andtmo user-friendly format INPS metadata has been
overcome with the implementation of an in-house addhoc metadata database collecting
information on laws, regulations and other techni&spects regarding social security contribution
(Input Metadata Base - IMB). To assure a correicienal of the target statistical variables the IMB
has to be quarterly updated. This input metadatabdae is indispensable for the statistician in
keeping track of changes in administrative datandefns and setting the rules for the translaidn
input administrative data into statistical variable

Stable and correct translation/retrieval of targetstatistical variables

The quarterly updated information deriving from thetadata database mustdx@amined in depth
and correctly interpreted to take into account theadtrction of new administrative micro codes
that identify labour cost components and to excluel codes without statistical relevance. These
changes has to be included into the proceduresirmag| quarterly appropriate modification of the
code that should be as automated as possible i tinointroduction of coding errors. Unidentified
metadata changes or modifications incorrectly reggbon the preliminary “administrative micro
codes” aggregation procedures can have big impad¢he estimates. Conceptual/definitions and
translation problems must be correctly addressddccantinuously monitored.

Necessity to keep the direct collection (LES) andrpper integration with admin data

The INPS sources could guarantee the coverage fafas in the private sectors, except in the first
period of the Oros survey, when large firms werewell represented in the “sample” used for the
preliminary estimations. However for the estimatmnfirms with more than 500 employees, the
use of direct survey data is preferable mainly beeaof their specific characteristics. They are one
thousand enterprises that employ about 2 millidnsarkers, 20% of total employees in the target
sectors. Each of them has a considerable influencthe estimates and is frequently involved in
changes, like merger, split-up and acquisition® 3iwrvey assures that specialized Istat staffviollo
these firms each month and can contact them where stata problem occurs, assuring a higher
quality of the information and a more rapid andogfht management of changes. Moreover cross-
checks among administrative and survey data aseinfarmative on the different characteristics of
the several sources highlighting pros and conkerht Of course the integration of INPS data with
LES, realized at micro level, implies specific pgdare to avoid units (and employment) double
counting and to harmonize the statistical variables

Pervasive check

The quality problems of administrative data cartm®addressed ex ante but only ex post through a
complex and pervasive check and editing process. i§tparticularly true in the Oros short-term
survey where Istat has no ex ante control on IN&&. d’herefore the data must be processed in an
extensive and complex way that ensure all stagistjoality problems are identified and addressed
correctly and systematically each quarter. Thusstireey is characterized by pervasive checks in
all phases. To assure the quality of the aggregatial translation procedure to obtain the target
variables, the monthly declarations go through dempreliminary checks aimed at investigating
and possibly correcting errors on administrativermicodes, record duplications, incoherencies
with current legislation, etc. After administrativdata have been translated into the required
statistical variables, a more traditional checkcedure becomes necessary in order to identify
possible anomalous values and correct them at eortegel. Final key checks on macrodata are
carried out to be sure that no residual influerdgrabrs, or legislation changes not correctly regubr

in the previous steps are still present in the d@tangia, Pacini, Tuzi 2008). It is useful to rechin
that the most subtle errors to look for are not tifaglitional outliers due to accidental, mistype,



duplication but systemic changes (legislation, INB§ulations or registration and practices, INPS
information systems) (Congia et al, 2008).

Specific process quality indicators

All checks are recorded to maintain useful timaeseof errors detected and corrections. Every
guarter quality indicators are measured at eagesththe production process. They are monitored
to keep under control data quality and to provigerimation to improve the process. Few of them
are rather traditional indicators, useful mainlydasumentation to assess the quality of process and
output. Others are more oriented to carefully nmmatvery step of the quarterly process. The latter
can signal decisive problems or detect sourcesrof éelping survey managers to react quickly,
solve problems and, if necessary, to run again pfezedures (Congia, Rapiti 2008). Those
indicator, often very survey specific are useful f@onitoring the Oros process of production but
only few can be standardised and compared witHainmdicators in other surveys.

Very selective editing via interactive mode

Given the huge quantity of uncorrected raw dedlamat (1,3 millions per month), for the
preliminary estimate the process of editing mustessarily be extremely selective. On the other
hand the goal of the preliminary estimate is tcaobt'good and fit for use” data as opposed to
“perfect” data that could be obtained by editinfa@e amount of declarations. Units are checked
through some functional relations among the andlyseiables aimed at evaluating both cross-
sectional and longitudinal consistency using tfermation on the previous month. Those rules
detect and identify a very limited group of unitthvipossible errors. In the very first period the
largest values identified as outlier were considene@asurement errors and automatically corrected
by the procedure. More recently the experienceshiggested to avoid these automatic corrections
because of the specific nature of the administatiata. So the most anomalous values are selected
according to established cut-off thresholds, tHesytare interactively analysed and, if necessary,
manually corrected.

Unusual editing rules for INPS data

The peculiarities of the INPS administrative dateéna considerable impact also on gross wage
and other labour cost distributions making the dieation of the cut-off thresholds particularly
problematic. The distribution of per capita averggess wages, for example, shows that, besides
the usual right tail area of the distribution, e tINPS data there is also a significant left aada
where a high number of units with very low per tapvages are concentrated. Normally these
observations should be considered erroneous, btitisncase they are the right representation of
economic phenomena (for example firms with very fawployees receiving only supplementary
earnings by the employer). In this left tail ardattee distribution it is very hard to distinguish
wrong figures and the final risk is an asymmetrmairection of errors. Moreover the other labour
costs monthly distribution may show correct negatiglues, because of social security contribution
rebates which can be concentrated in some monthis éwvhey refer to previous periods. This
aspect must be taken into consideration both tutste correct check indicators and to single out
all possible wrong data.

Key macro checks

Once the estimates have been produced, macro dgatsubmitted to further quality controls to
identify possible anomalous values that may sigaiftly affect the series released. This is a key
step in the editing process because the difficilte be faced in the use and translation of
administrative data make possible residual ernorspite of the several previous checks. Since
changes in contribution legislation with an impast macro data are frequent, irregular but
acceptable trends due to economic or legal factarst be as far as possible distinguished from
anomalies due for example to an erroneous updafitite “Input Metadata Base” or outliers/errors
not singled out and corrected in the micro datéregistep. If the anomalous values emerged in the



macro data checks hides? outliers, a drill-dowmtoro data is required despite very rigid time
schedule (2/3 days to complete the process). Adfsairther ad hoc checks on micro data (often
implemented through newad hoc procedures) helps the understanding of the prolaeigin.
Finally, if necessary the errors correction is iegfrout at micro level in order to guarantee the
coherence between macro and micro data.

Overcoverage

The social security declarations are compulsorg fds a number of units that are out of the scope
for the Oros survey. This overcoverage problemtbdse faced identifying and excluding the units
belonging to the public sector or running econoadtyvities out of B-N sections of the Nace Rev.2
classification. The main source used to singletibose units is the statistical BR-ASIA but it istno
sufficient due to its availability with a delay about two years from the reference period. So
information drawn from the administrative registeused but also other external statistical sources
are necessary, for example the Istat annual liptibfic institution (S13).

Relation with data provider and inter agency coopeation

Since 1996 Istat has had the right by law to actesdl public administrative data and register and
has the theoretical right to influence the procetsnodification of administrative information
collected by public institutions. INPS is one o tlnost important public agency participating in the
Italian National Statistical System (SISTAN). Moveo in 1998 Istat and INPS signed a general
framewok agreement to facilitate cooperation antd flaws. For a long period there was a strong
commitment to co-operate and a high level co-otthnacommittee supervising the bilateral
relations. In 2000 a sort of specific “service leagreement” for the Oros project data flows has
been set up. INPS data flows have always beenaecand on time thanks to not only those formal
agreements but also for the development and mameen of a strong unformal cooperation
between provider and Istat officers practicallydlwed in the flow. To succeed in preventing any
unexpected kind of problem in advance, delays ilively or quality problem (technological,
administrative) very strong link and cooperatiorthasuppliers are necessary at all level. From a
general point of view the Oros survey imply a coetpldependence from INPS and there is always
a risk of inconsistency or discontinuity of thedmhation. The recent change from the DM10 to the
new Uniemens elettronic declaration has shown tteatrole of Istat in the process is absolutely
insufficient.

Staff organization and skills

Differently to traditional short-term surveys in wh normally all the IT procedures are changed
and improved only or mainly every five years, i thccasion of the change of base year, in the
Oros survey a lot of software modules in the fipsirt of the process have to be modified
continuously and in a very short time. This imghat, differently from traditional other short term
surveys in which there is a clear distinction oflesobetween people that work on software and
people working on a wide range of statistical issuie the Oros experience the same little group of
people must focus at the same time on wages aondraost legislation and regulations, statistical
methods and software programming. About programnting important to highligh that because
the basic editing rules at “administrative micrales’ level change very frequently and often have
an impact on check and editing rules in other pathe process, to keep track of changes and make
them easily accessible, it has been necessaryw&asal catalogue in a standard way (versioning)
the different quarterly version of the code (Batal., 2008).

Organizational structure

The organisation of activities at Istat is basedimternal differentiations with respect to the

statistics domain and output to be published. Tganisational structure can be characterised
mainly as “stove-pipes”; there is limited coordioat and integration between different

departments, and sometimes nor complete statisticaddination of common concepts, definitions



and variables even if the subject matter is theesdr take advantage of all the potentiality of the
DM10 (or the next Uniemens) DWH sources, in a canite which administrative data become the
core of statistical production in some domains, ey the single process of production but also
important part of the organization of the NSI mosive towards a more integrated model. The
Oros survey unit is still based on a stove-pipe ehadganization (inside the short term statistics
Divion) while part of the process could be movedsale the survey lines in a cross-departmental
“input and integration” division where there aretiié traditional boundaries of surveys because the
focus in on the source system.

6. Final remarks

In the paper we summarised what we have learndahde®ith social security data to produce STS
indicators. Reviewing the Oros survey experiencenesdfinal remarks can be made about
potentiality and limitation of using large and cdeyppadministrative sources for compiling short
term statistics.

1.

In the domain of short-term statistics timelinesd aunctuality are a key component of quality
that can be jeopardised by relatively small chaimgéhe administrative rules governing the
utilisation of raw and complex sources, like th@sebodied in the Oros process. Therefore,
more than on contingency plans we have to relyeindvery proactive, anticipating any sudden
changes or possible risk of lag or delay. We leduared developed a general attitude to prevent
any unexpected kind of problem in advance: delaydelivery or quality problem - technical
(format, software update) or administrative.

Sometimes we had to go through alternative solateomd frequently we had to change part of
the process and input sources. New problems haes Wb&ced using other registers or
administrative sources: S13, Tax register, etc.evtban a survey Oros is how a multi-sources
process combining the following data sets: two INiP&hieves (DM10 and INPS Register), the
Istat BR, the Tax register, the Istat S13 regidi&S$ survey data, other less relevant sources.
This growing combination and integration of souré@sher increased the complexity of the
whole process itself: more sources means morefliava to manage and to capture on time,
more linkages, more variables, more definitions andcept to reconciliate, in other words
more workload finalized to the scope to maintaid passibly increase quality.

Nevertheless, also taking into consideration alkehgrowing difficulties, the present and future
benefits of the use of social security data areagbvoverwhelming. But in order to move
toward a greater role of combined administrativerses for short term or structural statistics it
is unavoidable to improve and adapt the staff degdion and skills, and also adjust the NSI
internal organization to succeed in the managermieie input and integration phases.

In this situation as in other cases of statistics# of administrative data, Istat experienced a
good cooperation with the institutions managingadellections. Anyway, given the actual
institutional architecture and inter-agency relasioips, when Istat comes to deal with big
changes and has to influence reorganization/siroalibn of administrative data collections ex
ante, it has scarce power. The actual legislatind aooperation framework has to be
strengthened, in order to create a more cooperaimeonment to fulfil the EU Statistical
Regulations: these are national tasks and mustcbenslished by all institutional players
cooperating together, sharing advantages and disgatyes. Just like in the Nordic countries
(UNECE 2007) regulations should guarantee not ¢mlyhe National Statistical Institute the
right to access admin files but also the obligationuse them in alternative to new direct
surveys, in order to avoid to duplicate data colbes. At the same time all Institutions should
be obliged to provide Istat admin data for statédtpurposes.
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